Cortical neurons receive synaptic inputs from thousands of afferents that fire action potentials at rates ranging from less than 1 hertz to more than 200 hertz. Both the number of afferents and their large dynamic range can mask changes in the spatial and temporal pattern of synaptic activity, limiting the ability of a cortical neuron to respond to its inputs. Modeling work based on experimental measurements indicates that short-term depression of intracortical synapses provides a dynamic gain-control mechanism that allows equal percentage rate changes on rapidly and slowly firing afferents to produce equal postsynaptic responses. Unlike inhibitory and adaptive mechanisms that reduce responsiveness to all inputs, synaptic depression is input-specific, leading to a dramatic increase in the sensitivity of a neuron to subtle changes in the firing patterns of its afferents.
from slowly and rapidly firing afferents, synaptic depression increases the sensitivity of cortical neurons to small rate changes and other fluctuations in afferent firing patterns that could not otherwise be detected.

Intracortical synapses display several forms of facilitation and depression (1–3). We have measured and characterized synaptic transmission along a major excitatory pathway (layer 4 to layer 2/3) in slices of rat primary visual cortex (layer 4, 4). Upon repeated stimulation, the predominant form of short-term plasticity displayed by these synapses is depression that develops over the first few action potentials and recovers in less than a second. Figure 1A shows the onset of depression and Fig. 1B the steady-state amplitude as a function of rate for field potentials evoked by repetitive stimulation. Both extracellular and intracellular recordings of responses to fixed-rate and random Poisson spike trains were used to construct a model of depression at these synapses (5) that accurately fits the experimental results for both random and fixed-rate spike trains. In the model, short-term depression is described by decrementing the amplitude of the postsynaptic response by a multiplicative factor f, falling in the range of 0.65 < f < 0.86, whenever the presynaptic neuron fires an action potential. Between action potentials, the amplitude recovers exponentially back toward its initial value with time constant τ, with 200 ms < τ < 600 ms (6). For constant input firing rate r, the normalized steady-state amplitude A(r) (Fig. 1B) decreased as a function of r and was approximately proportional to 1/r for large rates (7).

With depressing synapses, the total steady-state synaptic conductance resulting from a set of afferents firing at rate r is proportional to rA(r) (if we make the approximation that synapses add linearly), the product of the rate and the steady-state amplitude (Fig. 1B, dashed curve). At high rates where A(r) ~ 1/r, this approaches a constant value and the total steady-state synaptic conductance arising from multiple depressing synapses loses its dependence on rate (8). This loss of sensitivity to sustained rates is accompanied by an increase in the sensitivity to abrupt changes in rate. If a steady presynaptic firing rate r changes suddenly by an amount Δr, the first action potentials at the new rate will be transmitted with amplitude A(r) before depression further modifies synaptic strength. Thus, the magnitude of the transient synaptic conductance will be proportional to ΔA(r). Because A(r) decreases as a function of rate, afferents that are firing rapidly are deemphasized relative to those firing slowly. Specifically, because A(r) is roughly proportional to 1/r, the transient synaptic conductance evoked by a rate change Δr is approximately proportional to Δr/r. This is reminiscent of the Weber-Fechner law in psychophysics stating that the perceived magnitude of a change Δl in the intensity l of a stimulus is proportional to Δl/l (9). Synaptic depression realizes a similar Weber-Fechner relation at the level of individual synapses. This produces a transient synaptic response roughly proportional to the percentage change of the input firing rate.

Experimental data verified that the amplitudes of transient synaptic responses evoked by constant percentage changes of input firing rates are insensitive to rate for rates above about 10 Hz (Fig. 1C). In this range, the transient response amplitude was indeed proportional to the fractional change Δr/r of the stimulation rate; the amplitude for Δr/r = 1 was twice as big as that for Δr/r = 0.5 (Fig. 1C). By contrast, fixed-amplitude rate changes produced responses that decreased as a fraction of rate (Fig. 1D). Without synaptic depression, the response would be constant for fixed-amplitude rate changes and would grow linearly with rate for fixed percentage changes.

To study the gain control provided by synaptic depression, we constructed a model integrate-and-fire neuron (10) with half its synapses receiving action potentials at a high rate (100 Hz) and half at a low rate (10 Hz). The responses of the model neuron to a 2-Hz modulation of the firing rates of each set of afferents (Fig. 2A) show the equalizing effects of synaptic depression. Without depressing synapses, 50% modulation of the rapidly firing afferents affected the firing output of the model neuron, but 50% modulation of the slowly firing afferents did not (Fig. 2B). With synaptic depression, 50% modulation of either the rapidly or slowly firing inputs had a strong impact on the response of the neuron (Fig. 2C). As well as amplifying the effect of large percentage changes on slowly firing afferents, synaptic depression allows small percentage fluctuations of rapidly firing inputs to be ignored. This is important because random fluctuations of high average firing rates involve large absolute variations (11). The same ±5-Hz modulation that strongly affected the neuronal response when it occurred on slowly firing afferents (Fig. 2C, middle panel) had no observable effect when applied to the rapidly firing inputs (Fig. 2C, right panel).

Despite the reduction of synaptic strength at sustained high presynaptic rates, neurons with depressing synapses can still exhibit selective steady-state responses. Although depressing synapses collectively convey little information about the magnitude of high presynaptic firing rates, information about which afferents are firing rapidly is not lost, and this is sufficient for selectivity. We computed the steady-state firing rate of a neuron that is selectively tuned to the value of a variable x representing some encoded attribute of a sensory feature. The amplitude of the antidromic response does not change systematically over the course of the stimulations, indicating that the effectiveness of axonal stimulation was constant. (B) The normalized steady-state amplitude of field potentials after 15 stimuli at rates from 1 to 100 Hz. The responses of the model neuron to a 2-Hz modulation of the firing rates of each set of afferents (Fig. 2A) show the equalizing effects of synaptic depression. Without depressing synapses, 50% modulation of the rapidly firing afferents affected the firing output of the model neuron, but 50% modulation of the slowly firing afferents did not (Fig. 2B). With synaptic depression, 50% modulation of either the rapidly or slowly firing inputs had a strong impact on the response of the neuron (Fig. 2C). As well as amplifying the effect of large percentage changes on slowly firing afferents, synaptic depression allows small percentage fluctuations of rapidly firing inputs to be ignored. This is important because random fluctuations of high average firing rates involve large absolute variations (11). The same ±5-Hz modulation that strongly affected the neuronal response when it occurred on slowly firing afferents (Fig. 2C, middle panel) had no observable effect when applied to the rapidly firing inputs (Fig. 2C, right panel).

Despite the reduction of synaptic strength at sustained high presynaptic rates, neurons with depressing synapses can still exhibit selective steady-state responses. Although depressing synapses collectively convey little information about the magnitude of high presynaptic firing rates, information about which afferents are firing rapidly is not lost, and this is sufficient for selectivity. We computed the steady-state firing rate of a neuron that is selectively tuned to the value of a variable x representing some encoded attribute of a sensory feature.
stimulus. The model neuron receives input from a large array of afferents firing at rates that are Gaussian functions of \( x \) peaked at different values of \( x \) for different afferents (Fig. 3A, inset). The synaptic weights connecting these afferents to the postsynaptic neuron are adjusted to make its firing rate a Gaussian function of \( x \) peaked at zero (12).

Synaptic depression broadened the tuning of the steady-state response by reducing the sensitivity to sustained afferent firing rates, but it did not eliminate selectivity (Fig. 3A). Furthermore, synaptic depression greatly increased the sensitivity of the model neuron to sudden small changes, \( \Delta x \), in the value of \( x \) (Fig. 3B, solid line). In the absence of depression, this sensitivity, defined as the change in firing rate divided by \( \Delta x \), is equal to the slope of the response tuning curve (Fig. 3B, dashed line). However, with depression, the sensitivity was more than twice the magnitude of the slope of the steady-state tuning curve. Synaptic depression increases sensitivity by decreasing the gain for rapidly firing afferents that are insensitive to small \( \Delta x \), giving slower firing afferents with more sensitivity a larger impact. The sensitivity of both the afferents and the postsynaptic neuron in this example is largest at the point where the slope of the tuning curve is maximal. Thus, the afferents are most sensitive to small changes in \( x \) when they are firing fastest, but when they fire at moderate rates where their Gaussian tuning curves are steepest.

The enhanced sensitivity resulting from synaptic depression extends to more complex input fluctuations as well. There is experimental evidence that the firing rates of cortical neurons are statistically fairly independent (13). Thus, it is interesting to examine neuronal responses to an uncorrelated combination of rate increases on some afferents and rate decreases on others. We did this by studying an integrate-and-fire neuron receiving Poisson afferent spike trains at a variety of rates. Each afferent rate was chosen independently from a probability distribution (14). We examined the sensitivity of the model neuron to uncorrelated changes in afferent firing rates by suddenly choosing a new set of afferent rates from the same underlying probability distribution. The rate changes we consider are thus synchronous in time but uncorrelated in amplitude.

Neurons without depressing synapses respond primarily to the average firing rate of all their afferents. Input fluctuations involving a large number of uncorrelated afferent rate changes have a relatively small effect on the average firing rate. The relative magnitude of the transient synaptic conductance induced by synchronous uncorrelated firing rate changes on \( n \) afferents decreases like \( 1/\sqrt{n} \) with nondepressing synapses (Fig. 3C) (15). Like responses to asynchronous uncorrelated afferent fluctuations (that is, noise), the resulting responses are small if \( n \) is large (11). Consequently, a neuron with nondepressing synapses cannot detect synchronous uncorrelated presynaptic rate changes (Fig. 3D).

The situation is completely different with depressing synapses. Here, a synchronous uncorrelated change of input firing rates produces a change in synaptic conductance that was independent of the number of afferents (Fig. 3C). With synaptic depression, a change of input rates evokes a large transient response even if the average presynaptic firing rate remains constant. This occurs when synapses that were formerly firing at low rates and are relatively undepressed, suddenly fire at high rates. As a result, synchronous uncorrelated rate changes induce transient responses (Fig. 3E) much larger than those produced by asynchronous noise. Synchronous uncorrelated rate changes may thus be a significant source of the observed variability in neural responses, and they could represent an important element of the neural population code. Afferents can carry the maximum amount of information if their rates are statistically independent or nonredundant, forming a factorial code (16). Synaptic depression gives a neuron access to such a code by allowing it to respond to uncorrelated afferent rate changes.

In many situations, the optimal configuration for extracting information from a set of afferents may involve synapses exhibiting different amounts of short-term depression (17), and such a range is seen in the data (1–3, 8). Manipulations that increase or decrease transmitter release modify the onset rate of synaptic depression, but have little effect on steady-state synaptic strengths (18). Examples include changes in extracellular Ca\(^{2+}\) (3, 8), a form of long-term potentiation (2), and presynaptic neuromodulation by adenosine and acetylcholine (3, 8). Thus, the temporal characteristics of synaptic depression can be tuned while retaining the basic gain-control mechanism we have been discussing.

Many cortical neurons respond vigorously to transient inputs but weakly, or not at all, to sustained excitation (19). Synaptic depression may contribute to the transient nature of cortical responses. Like other forms of short-term plasticity, synaptic depression causes the response of a cortical neuron to depend on the previous history of afferent firing. As a result, neuronal responses reflect the current state of presynaptic activity within the context of previous activity. This enhances neuronal sensitivity to both correlated and uncorrelated syn-

![Fig. 2. Response of an integrate-and-fire model neuron receiving 100 synaptic inputs each with mean rate of 100 Hz and 100 inputs each with mean rate of 10 Hz. (A) Input rates for the two sets of synapses used to generate the responses in (B) and (C). (Left) The firing rates of the rapidly firing inputs are modulated by 50% while the 10-Hz inputs are held at constant rate. (Center) One hundred–hertz inputs are constant; slowly firing afferents are modulated by 50%. (Right) Ten-hertz inputs are constant and 100-Hz inputs are modulated by ±5 Hz. (B) The responses of an integrate-and-fire model neuron without synaptic depression to the input modulation shown in (A) above each panel. Only 50% modulation of the 100-Hz inputs affects the firing pattern (left). The firing in the center and right panels is indistinguishable from that produced by unmodulated 10- and 100-Hz inputs. (C) Response of the same model neuron but with synaptic depression to the input modulations shown in (A). A 50% modulation of 100-Hz (left) and 10-Hz (center) inputs affects the firing pattern similarly, whereas ±5-Hz amplitude modulation applied to rapidly firing inputs has no observable effect (right).](image-url)
chronic input fluctuations and greatly expands the range of possible coding strategies for cortical neurons.
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Circadian rhythms in Rapidly Dividing Cyanobacteria

Takao Kondo,* Tetsuya Mori, Nadya V. Lebedeva, Setsuyuki Aoki, Masahiro Ishiura, Susan S. Golden

The long-standing supposition that the biological clock cannot function in cells that divide more rapidly than the circadian cycle was investigated. During exponential growth in which the generation time was 10 hours, the profile of bioluminescence from a reporter strain of the cyanobacterium Synechococcus (species PCC 7942) matched a model based on the assumption that cells proliferate exponentially and the bioluminescence of each cell oscillates in a cosine fashion. Some messenger RNAs showed a circadian rhythm in abundance during continuous exponential growth with a doubling time of 5 to 6 hours. Thus, the cyanobacterial circadian clock functions in cells that divide three or more times during one circadian cycle.

Circadian rhythms, oscillations of biological activities with a periodicity of approximately 24 hours in a constant environment, are observed in almost all organisms (1). The cellular components responsible for these rhythms and for the cell division cycle represent two major cellular oscillations that coexist in biological systems. The circadian clock is not a product of the cell division cycle because nondividing tissues such as the nervous tissue or mature leaves display robust circadian rhythms (1). However, it is unknown whether a circadian oscillation can exist when the cell division period is shorter than the circadian period. The circadian clock is thought to be dependent on state variables—that is, substances that reflect time, whose concentrations might be disrupted by the cell division process. Because several clock models implicate intracellular membrane structure directly or indirectly as a factor in circadian timing (2), it is important to investigate the relation between the cell cycle and circadian period. Autonomous models dependent on a clock gene, its mRNA, and its protein product have been proposed for the circadian clocks of Drosophila and Neurospora (3). These models assume that an important timing mechanism of a circadian feedback loop is the transport of a clock protein from the cytoplasm, where it is synthesized, to the nucleus, where it affects expression of its own gene. Cell division, which disrupts and divides the nuclear structure, might interfere with such a mechanism. Stable circadian rhythms have been observed only in cells that divide more slowly than the circadian period. In Tetrahymena and Euglena, a circadian rhythm of cell division observed in slow-growing cultures does not persist when the generation time is less than a day (4). We used a transformed reporter strain (AMCI49) of the cyanobacterium Synechococcus sp. PCC 7942 (5, 6) to study circadian rhythms because it can divide much more rapidly than the circadian frequency and its circadian rhythm of bioluminescence can be monitored with high precision. A bacterial luciferase reporter gene inserted into the chromosome in AMCI49 expresses a circadian bioluminescence rhythm. AMCI49 displays a circadian rhythm that is physiologically equivalent to those of many eukaryotes (7). The generation time of Synechococcus can be as rapid as 5 to 6 hours and can be controlled easily by changing the light fluence or temperature. Here we demonstrate that cultures of cyanobacteria that divide twice or more per day display circadian rhythms of bioluminescence and levels of mRNA.

During an early stage of liquid culture, Synechococcus grew exponentially until the density reached 5 x 10^9 cells per milliliter (8). Because the optical density at 730 nm (OD730) of the culture was below 0.05, the effective light intensity was not lowered by self-shading (9). Microscopic observation confirmed that Synechococcus also grew ex vivo in liquid culture at temperatures from 15°C to 35°C. The growth rate was 46 μEm⁻² s⁻¹ when the light fluence was 0.5% of the half-saturation intensity. After 12 hours of darkness, a 1-ml aliquot of liquid culture was transferred to a 20-ml vial, and 0.2 ml of 0.5% n-decane solution (dissolved in oil) was placed in the vial separately. The bioluminescence from the vials was monitored continuously by a photodetector with a photon-counting photomultiplier (10). The light fluence rate was 46 μEm⁻² s⁻¹ during LL, and temperature was continuously maintained at 30°C. Bioluminescence from the vials is plotted against time in LL by open circles without a connecting line. The bioluminescence data were analyzed by an Igor software (11) to find a best-fit curve to a model equation. Theoretical curves are superimposed in each plot. To visualize the profile of low-level bioluminescence during this phase of each experiment, a 10-fold expansion of the bioluminescence is shown in each panel (×10 curve).
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