although the proximal mechanism for these losses remains uncertain. Beyond endangering top predators, warming caused complex changes in trophic structure that altered ecosystem processes, for example, facilitation of primary production resulting from reduced top-down control of producers. Comparable changes in trophic structure and ecosystem processes could shift the carbon budget of natural aquatic ecosystems, producing an important feedback between global warming and food-web structure.

**Methods**

**Microcosms**

Microcosms were 250-ml culture bottles containing 100 ml of medium \(^\text{11}\) inoculated with either 6–7 (low-diversity) or 13–16 (high-diversity) species of eukarotic microorganisms. Different combinations of species (Fig. 1) created two types of low-diversity community (Low A and Low B) and two types of high-diversity community (High A and High B). A predator was added to the Low B community but failed to establish. Additions of bacteria (Serratia marcescens, Bacillus subtilis and Bacillus cereus in all microcosms) and other microorganisms were lagged to ensure that consumers were not introduced until their prey became abundant.

**Directional environmental change**

Half the microcosms experienced warming of +2 °C per week for the first five weeks of the experiment (22–32 °C), constant temperature for the sixth week, and warming to 34 °C at the beginning of the seventh week. The other half remained at 22 °C for the duration of the experiment. Replicates of temperature treatments were housed in four incubators (two constant temperature, two warming) with 16:8 h light:dark cycles to avoid pseudoreplication of temperature regimes.

**Community monitoring**

Species presence/absence was determined weekly by microscopy. We calculated extinction frequency as (maximum species richness − final species richness)/maximum species richness, because some species grew slowly to detectable densities. No contamination occurred. Population density of each species was estimated during week six by counting the number of individuals in a sample and converting counts to biomass using species-specific estimates of cell mass \(^\text{15}\). Bacterial density was estimated weekly from plate counts.

**Primary production**

A multichannel closed-circuit respirometer (Columbus Scientific) measured O2 flux over 4 h with lights on and 4 h with lights off each week. Microcosms were housed in heated and lit water baths during respirometry to maintain temperature treatments. Primary production was O2 flux rate (light) − O2 flux rate (dark). Expected values of primary production based on temperature-dependent physiological rates were estimated as:

\[
\text{Production}_{\text{expected}} = \text{Production}_{\text{max}} \times Q_{10} \times (\frac{T_{\text{temperature}}}{T_{\text{reference}}} - 1)^{10}
\]

where \(Q_{10}\) is the temperature coefficient (10 for each replicate during each week with \(Q_{10} = 2\). Deviation of observed from expected production under warming was the difference between observed and expected values on a given date.

**Decomposition**

We estimated decomposition from the proportion change in dry mass over the first five weeks of preweighed wheat seeds in individually labelled nylon mesh bags \(^\text{11}\).

**Data analysis**

Effects of warming, diversity and composition on extinction frequencies, primary production and decomposition were determined with separate three-way analyses of variance (ANOVA). Effects of temperature regime and trophic position on extinction frequencies were determined with a two-way ANOVA. Effects of initial diversity, species composition and warming on the biomass of five trophic groups (bacteria, producers, bacterivores, herbivores and predators) were determined with MANOVA. The differences between warming and constant communities in proportions of producers, bacterivores, herbivores and predators quantified the effects of warming on trophic structure, and principal components analysis summarized variation in these four different proportion variables. Multiple regression related the deviation in production to changes in trophic structure (the first three PC axes), total number of species and bacterial biomass. Separate logistic regressions tested for relations between extinctions (binary variable) and log (body size), and extinctions and log (abundance) because body size and abundance were tightly correlated \((r^2 = 0.90)\).
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**A network of fast-spiking cells in the neocortex connected by electrical synapses**
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Encoding of information in the cortex is thought to depend on synchronous firing of cortical neurons \(^\text{1,2}\). Inhibitory neurons are known to be critical in the coordination of cortical activity \(^\text{3–5}\), but how interaction among inhibitory cells promotes synchrony is not well understood \(^\text{6–12}\). To address this issue directly, we have recorded simultaneously from pairs of fast-spiking (FS) cells, a type of \(\gamma\)-aminobutyric acid (GABA)-containing neocortical interneuron \(^\text{13}\). Here we report a high occurrence of electrical coupling among FS cells. Electrical synapses were not found among pyramidal neurons or between FS cells and other cortical cells. Some FS cells were interconnected by both electrical and GABAergic synapses. We show that communication through electrical synapses allows excitatory signalling among inhibitory cells and promotes their synchronous spiking. These results indicate that electrical synapses establish a network of fast-spiking cells in the neocortex which may play a key role in coordinating cortical activity.
We recorded simultaneously from pairs of fast-spiking nonpyramidal cells (FS cells) in brain slices (Fig. 1a). Fast-spiking cells in layer V were identified on the basis of their characteristic pattern of spiking in response to current injection \((I_{c})\) (Fig. 1a; see Methods). Additionally, we found that FS cells showed, in most cases, parvalbumin immunoreactivity \((I_{c})\) and had a local axonal projection and aspyrin radial dendrites. After identifying a pair of FS cells we tested their electrical coupling under current-clamp or voltage-clamp conditions. Under current-clamp conditions, hyperpolarization of one of the neurons \((V_1\) in Fig. 1b) by injecting current into this cell \((I_1)\) produced a simultaneous hyperpolarization of the non-injected neuron \((V_2\) in Fig. 1b). Similarly, depolarizing cell 1 produced a depolarization in cell 2. As expected for electrotonic propagation, voltage deflections recorded in the non-injected neuron had a smaller amplitude and slower time course than those in the injected cell. In all cases, electrical transmission was found to be reciprocal (Fig. 1c). We found that the frequency of coupling among FS cells was 66% (29 of 44 pairs tested, soma less than 80 \(\mu\)m apart). The coupling ratio, estimated as the ratio of the amplitude of the voltage change in the non-injected cell to that in the injected cell, had a mean of 6.4 \(\pm\) 1.7% (Fig. 1d; range: 0.3–41.1%, \(n = 29\)). In three further experiments with pairs of FS cells separated by 170–270 \(\mu\)m, one pair was also found to be electrically coupled (coupling ratio: 1.4%).

Electrical coupling appears to be a cell-type specific feature. We found no evidence of electrical coupling among pairs of neighboring pyramidal neurons (Fig. 1e–g; average distance: 21.4 \(\pm\) 1.5 \(\mu\)m, \(n = 12\) cells). Also, we have not observed electrical coupling in experiments where dual recordings between FS cells and other types of cells were established \((n = 26)\). These observations (Fig. 1h) included simultaneous recordings of FS cells and other types of nonpyramidal cells (non-FS nonpyramidal cells, \(n = 14\)), FS cells and pyramidal cells \((n = 5)\), and FS cells and glial cells \((n = 7)\).

To estimate the conductance between electrically coupled FS cells we used voltage-clamp conditions. The membrane potential of both FS cells was initially held at –60 mV. We then measured the current produced in cell 2 following a range of voltage commands at cell 1 (Fig. 2a). The conductance between coupled cells was non-rectifying at the membrane potentials tested (Fig. 2b) and its mean amplitude was 658 \(\pm\) 175 \(pS\) \((n = 20)\;\text{range: }30–3364\;pS\). The time course of the current recorded in the coupled neuron was fitted with an exponential function whose time constant ranged from 1.2 ms to 18.5 ms (mean: 6.2 \(\pm\) 1.4 ms, \(n = 20\) pairs). This wide range suggests that electrical contacts occur at different electrotonic distances. In addition, in some pairs we observed that the coupling time constant was significantly faster than the effective input time constant of both cells \((n = 11)\), indicating that in these pairs electrical contacts may occur at proximal locations.

Eight of 44 (18%) pairs of FS cells were identified via GABA-mediated synaptic transmission. Two of these pairs were reciprocally connected and all the pairs connected by GABAergic synapses were also electrically coupled. The time course of the unitary inhibitory postsynaptic potential (uIPSP) had an exponential decay time constant of 10.4 \(\pm\) 2.0 ms \((n = 7)\) and exhibited paired-pulse depression at an interstimulus interval of 50 ms (uIPSP2/uIPSP1 = 0.74 \(\pm\) 0.03, \(n = 7\); Fig. 2c). The average conductance produced by the inhibitory postsynaptic currents (IPSCs) was 1.7 \(\pm\) 0.4 nS \((n = 4)\). When both chemical and electrical transmission were present between two FS cells, a presynaptic spike generated a dual component response in the postsynaptic...
Electrical coupling behaving as a low-pass filter. a, Phase lag (62°) between the membrane voltage oscillations produced in a pair of electrically coupled FS cells (V1 and V2) when injecting a sine wave current (40 Hz) in one of them (I1). b, Frequency dependence of sine wave transmitted through electrical synapses (n = 3–6). Coupling ratios are percentages of the DC signals. Squares, coupling ratio; circles, phase lag. c, Example of the electrotonic transmission of a train of action potentials between two coupled FS cells. d, Scaled superimposition of a presynaptic spike (‘pre’) and the corresponding response in the coupled cell (‘post’).

Figure 3

Promote action potential generation. We also wanted to determine whether electrical coupling could facilitate synchronous spiking in response to a ‘natural’ stimulus. In vivo the activity of cortical neurons is ongoing20; therefore, neurons are bombarded with both excitatory and inhibitory postsynaptic currents (EPSCs and IPSCs) at high frequency. We simulated natural activity by injecting two electrically coupled cells with uncorrelated random signals obtained by convolving Poisson trains and previously recorded EPSC and IPSC waveforms (Fig. 4a; see Methods). A cross-correlogram of action potentials evoked in these cells showed a significant (P < 0.05) increase in firing frequency centred close to 0 ms (Fig. 4d; n = 4 pairs). Rapid electrical transmission of action potentials among individual cells can thus produce precise (within 1 ms) coherent spiking in response to uncorrelated excitation.

Our data indicate that electrical synapses establish a functional network of specific inhibitory neurons within the neocortex. Previously, dye coupling was observed among neocortical interneurons21,22, and anatomical studies observed gap junctions between nonpyramidal cells23,24. The frequency dependence of electrical coupling suggests that effective transmission of action potentials will be limited to relatively small domains, whereas slow subthreshold waveforms could spread through larger numbers of electrically coupled FS cells. However, active propagation of spikes to the site of the electrical contact could result in a more efficient transmission than that predicted for passive high-frequency signals. In vivo and in vitro experiments4,12,25,26 have suggested that networks of inhibitory neurons are crucial in synchronizing neuronal activity. This proposal has been supported by theoretical models27–29; however, synchronization depended on specific constraints27–29 when interneurons are interconnected by GABAergic synapses only. We propose that the existence of electrical coupling among inhibitory neurons, demonstrated here, may provide an additional mechanism that will facilitate precisely synchronous spiking of these cells and contribute to the control of activity in the cortex.

Figure 4
Methods

Parasagittal cortical slices (300 μm thick, 30 degree angle) were obtained from Wistar rats (14–18 days old). Within this range, no correlation was found between the likelihood of coupling among FS cells and the animal age. The extracellular solution bathing the slices was kept at 32–33 °C and contained 125 mM NaCl, 2.5 mM KCl, 1.25 mM NaHPO₄, 1 mM MgSO₄, 2 mM CaCl₂, 26 mM NaHCO₃, 20 mM glucose, pH 7.4 (315 mOsm), and was continuously bubbled with a gas mixture of 95% O₂ and 5% CO₂.

Cell identification

Cells were selected and identified based on their physiology as well as their immunocytochemistry and morphology. Cells in layer V of the somatosensory and the visual cortices were initially selected according to their morphology using infrared differential interference contrast (IR-DIC) optics. Neurons lacking an apical dendrite with multipolar appearance were selected as FS cell candidates. To distinguish FS cells from other types of non-FS cells, we examined their response to near-threshold current injection. The distinguishing feature that we used to classify FS cells was the generation of high-frequency non-accommodating discharges of action potentials in response to near-threshold current injection. We found that in FS cells (n = 52 cells), the mean interspike interval (ISI) in these near-threshold discharges was 6.0 ± 0.7 ms (range 2–23.7 ms), the coefficient of variation of the ISI was 0.085 ± 0.007, and the ratio of the second ISI to the first was 1.08 ± 0.02. Nonpyramidal neurons that lacked these characteristic discharges were classified as non-FS nonpyramidal cells. In this group, near-threshold discharges containing >3 spikes had a mean ISI of 62.3 ± 10.8 ms (range 31.6–161.8), a coefficient of variation of the ISI of 0.483 ± 0.096, and a ratio of the second ISI to the first of 3.21 ± 1.07 (range 1.20–1.26). FS cells also had the following characteristic inputs: input resistance 92.4 ± 4.0 MΩ (n = 52), input capacitance 8 ± 0.7 ms (measured by fitting the late phase of the response to a small current injection, n = 50), fast afterhyperpolarization amplitude 21.7 ± 0.6 mV (measured from the spike onset, n = 52), and spike width at threshold 0.6 ± 0.02 ms (n = 52). In addition, FS cells exhibited a remarkably high activity of suprathreshold potentiostatic potentials (EPSPs). Pyramidal neurons were recognized by their characteristic morphology and pattern of spiking. Glial cells were identified as having a resting potential more hyperpolarized than −80 mV, low input resistance, absence of synaptic inputs and inability to generate action potentials.

Morphology of neurons stained with biocytin was revealed by standard avidin-biotinylated horseradish peroxidase complex (ABC, Vector Laboratories) and 3-3′ diaminobenzidine reaction. Fast-spiking cells successfully recovered were nonpyramidal neurons with aspiny radial dendrites. The axon originated in most cases from the upper part of the soma and branched locally with a predominantly horizontal orientation.

Immunofluorescence methods were used to detect the presence of parvalbumin in biocytin-filled cells. In addition, mouse monoclonal antibodies against parvalbumin (Swant, #235, 1/5000), and secondary mouse IgG antibodies (Fab specific) conjugated with TRITC (tetramethylrhodamineisothiocyanate) (Sigma, T-7782, 1/400). Biocytin-filled cells were detected using Neuravidin-Alexa 488 (Molecular Probes). Nine of twelve (75%) neurons classified as FS cells were immunopositive for parvalbumin. In contrast, none of ten non-FS cells tested for parvalbumin were immunopositive.

Recoding and data analysis

Simultaneous somatic whole-cell recordings (Axopatch 200 A/B; Axon Instruments) were made using patch pipettes (2–4 MΩ) filled with a solution containing 130 mM K-methylsulphate, 6.3 mM KCl, 10 mM HEPES, 4 mM MgATP, 20 mM phosphocreatine (Na), 0.3 mM NaGTP, 10 mM EGTA and 0.3% biocytin, (pH 7.3, 295 mOsm). The liquid junction potential error was not corrected. The error in the estimation of the conductance between cells was introduced by the series resistances corrected for. Cell pairs of FS cells were obtained in the presence of DNOQ (10 μM, RBI) to block AMPA/kainate receptor-mediated synaptic currents. Chemical synaptic transmission was studied by generating action potentials in the presynaptic neuron using brief pulses (3–5 ms) of suprathreshold currents. The reversal potential of the uIPSP was −56 mV (n = 4) and 10 μM bicuculline methiodide (a GABA receptor antagonist) blocked the uIPSP generated by FS cells (n = 3). Voltage and current signals were filtered at 10 kHz and digitized at 16-bit resolution (National Instruments). The sampling frequency was 5–10 kHz. To synthesize ‘natural’ stimuli we convolved a Poisson train (2000 Hz) with a waveform of an excitatory postsynaptic current (EPSC). The result was convolved with the convolution of a Poisson train and a single IPSC waveform. Trials were separated by 1 s. For each trial a different randomly generated Poisson train was used. The waveforms of the EPSC and IPSC used in the convolution were previously recorded unitary currents.

Data are given as mean ± s.e.m. Statistical analysis testing two-sample hypothesis was performed using unpaired, two-tailed Student’s t-tests. Differences were considered statistically significant if P < 0.05. Peaks in the cross-correlogram were considered significant if individual bins exceeded expected value by 2.5 standard deviations.
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Inhibitory interneurons are critical to sensory transformations, plasticity and synchronous activity in the neocortex1,2. There are many types of inhibitory neurons, but their synaptic organization is poorly understood. Here we describe two functionally distinct inhibitory networks comprising either fast-spiking (FS) or low-threshold spiking (LTS) neurons. Paired-cell recordings showed that inhibitory neurons of the same type were strongly interconnected by electrical synapses, but electrical synapses between