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Abstract

In this review, we first provide a historical perspective of inhibitory signaling from the discovery of inhibition through to our present understanding of the diversity and mechanisms by which these GABAergic interneuron populations function in different parts of the telencephalon. This is followed by a summary of the mechanisms of inhibition in the CNS. With this as a starting point, we provide an overview describing the variations in the subtypes and origins of inhibitory interneurons within the pallial and subpallial divisions of the telencephalon, with a focus on the hippocampus, somatosensory, paleo/piriform cortex, striatum, and various amygdala nuclei. Strikingly, we observe that marked variations exist in the origin and numerical balance between GABAergic interneurons and the principal cell populations in distinct regions of the telencephalon. Finally we speculate regarding the attractiveness and challenges of establishing a unifying nomenclature to describe inhibitory diversity throughout the telencephalon.
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Excitation and inhibition are the two fundamental modes of signaling within the CNS. Although several neurotransmitters exist within the nervous system, glutamate and γ-aminobutyric acid (GABA), two neurotransmitters with surprisingly similar structures, mediate the majority of excitatory and inhibitory signals within much of the CNS including the telencephalon. With regards to inhibition, the discovery of GABA in 1950 (Roberts & Frankel 1950, Udenfriend 1950, Williams 1950) determined the identity of the primary inhibitory transmitter (Figure 1). Another decade would pass, however, before work by Kravitz, Kuffler, and colleagues definitively showed that it fulfilled the criteria to act as an endogenous neurotransmitter (Kravitz et al. 1963a,b). These experiments immediately suggested that the high levels of GABA in the mammalian brain were not as then thought merely metabolites (Roberts 1963) but indicative of neuronal populations that mediate inhibition. Work over the past three decades has borne out this hypothesis and demonstrated that GABAergic neurons mediate most of the inhibition throughout the CNS.

With the notable exception of stellate neurons in neocortex, most excitatory cells within the telencephalon are projection neurons. In contrast, inhibitory signaling is mediated by both projection and interneuron populations, distinguished primarily by whether their axons project locally or outside the area where the cell body is located. Although such a distinction may on occasion seem semantic, there is little doubt that interneurons or “local projection neurons” subserve a unique function in gating signaling within the nervous system. Although the functional properties of a diverse set of “short-axon” cells in the cortex were unknown until recently, their identification was already noted by Cajal more than 100 years ago (Cajal 1891). Subsequent to the realization that these were GABAergic neurons and hence inhibitory (Dreifuss et al. 1969; Hendry et al. 1984, 1986), the recognition that the considerable heterogeneity in this population had functional significance took a further two decades (reviewed in Whittington & Traub 2003, Petilla Interneuron Nomenclature Group 2008). During the mid-1980s a number of groups first demonstrated that, in addition to morphological diversity, interneurons throughout the telencephalon had both immunohistochemical (reviewed in Jones 1986) and electrophysiological (reviewed in Buzsaki 1984, Freund & Buzsaki 1996) diversity that likely reflected the diverse roles they played in both cortical and subcortical networks. In this review we examine these populations in different regions of the telencephalon from a historical and functional perspective. Our aim in doing so is not foremost to determine a unified classification for these cells, but rather to provide a context for how this diversity impacts signaling in various regions throughout the telencephalon. Although this survey of interneuron subtypes does not resolve the daunting problem of how best to compare different interneuron classes in distinct brain areas, it does serve to illustrate the remarkable computational power this population provides to neural circuitry.
I. Setschenov shows that stimulation of the midbrain can inhibit spinal reflexes.
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C. Sherrington studies inhibition of spinal reflexes and, inspired by the work of Ivan Setschenov, expands these studies, leading to the conclusion that inhibition is a ubiquitous phenomenon in the CNS, a "coordinative factor."
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J. Eccles and colleagues make first intracellular recordings of the hyperpolarizing IPSPs mediated by the axons of inhibitory neurons on spinal motoneurons.
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P. Fatt and B. Katz discover shunting inhibition in the crab neuromuscular junction.
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J. Awapara and E. Roberts discover GABA.
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C. Edwards and S. Kuffler find GABA mimics the action of the crayfish inhibitory neuron.
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E. Kravitz and colleagues show that GABA is released when the inhibitory nerve is stimulated.
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N. Fonnum and J. Storm-Mathisen find that basket cells are GABAergic.

1997

S. Anderson and J. Rubenstein discover cortical interneurons arise from the subpallidum.

Figure 1

Key events in the discovery of inhibition.
DISCOVERY OF INHIBITION

Universally, nervous systems in higher organisms include two types of neurons: excitatory neurons that ensure the transmission of signals through various stages of processing and inhibitory neurons that control this transfer of information. These two, however, are intrinsically linked, as the nervous system depends on both, one cannot function without the other. Inhibition was discovered early in the investigations of the nervous system (Figure 1), when studies both in invertebrate and vertebrate preparations showed that stimulation of certain neurons (or fibers from those neurons) produced inhibition of stimulatory responses. Inhibition had a prominent place in the research of Charles Sherrington, a pioneer of neurophysiology. In fact, when Sherrington received the Nobel Prize with Edgar Douglas Adrian in 1932 for their “discoveries regarding the functions of neurons,” inhibition was a major topic of his lecture (Sherrington 1932). In his piece, “Inhibition as a Coordinative Factor,” Sherrington spent a great deal of effort studying “reciprocal innervation,” the observation that stimuli evoking contraction in a given muscle will provoke inhibition of the antagonist muscle, leading to the view that “inhibitory” afferents conduct impulses that “at certain central loci cause, directly or indirectly, inhibition.” Inhibition also became important in his studies of brain control of spinal reflexes, having stated in his Nobel lecture that “[f]urther study of central nervous action, however, finds central inhibition too extensive and ubiquitous to make it likely that it is confined solely to the taxis of antagonistic muscles.” Sherrington cited as inspiration earlier studies including the 1863 work of Ivan Setschenov, perhaps the first to show that brain activity is linked to electric currents, demonstrating that stimulation of the midbrain could inhibit spinal reflexes. Sherrington concluded his Noble lecture with the following:

The role of inhibition in the working of the central nervous system has proved to be more and more extensive and more and more fundamental as experiment has advanced in examining it. Reflex inhibition can no longer be regarded merely as a factor specially developed for dealing with the antagonism of opponent muscles acting at various hinge-joints. Its role as a coordinative factor comprises that, and goes beyond that. In the working of the central nervous machinery inhibition seems as ubiquitous and as frequent as is excitation itself. The whole quantitative grading of the operations of the spinal cord and brain appears to rest upon mutual interaction between the two central processes “excitation” and “inhibition,” the one no less important than the other. (Sherrington 1932)

It was not until much later, however, that the action of an inhibitory neuron was studied directly, when Eccles and his colleagues using intracellular electrodes recorded the effect of the axon of an inhibitory neuron on spinal motoneurons (Brock et al. 1952). The inseparability of excitation and inhibition is reflected in the fact that inhibitory neurons are found throughout the brain. Functional units of the mammalian CNS generally consist of both excitatory and inhibitory neurons. Indeed, in areas in which this is not the case, such as the striatum or central or medial amygdala, the inhibitory cells are the ones that can exist in the absence of excitatory neurons rather than vice versa. This no doubt reflects the fundamental instability of solely excitatory networks and serves to emphasize the ubiquitous need for inhibition in the CNS. It would be impossible to cover in one review all the inhibitory neurons of the mammalian nervous system. So, following a discussion of aspects of inhibition that apply to all CNS areas, we focus in more detail on the inhibitory neurons of the mammalian telencephalon.

INHIBITORY NEUROTRANSMITTERS

Two known neurotransmitters mediate ionotropic inhibitory responses: GABA and glycine. GABA is an inhibitory neurotransmitter in invertebrates and vertebrates and
GABAA and glycine ionotropic receptors are inhibitory neurotransmitters, sidebar below). The activation of ionotropic GABA (GABAA) and glycine receptors produces inhibition by at least two major mechanisms: hyperpolarizing and shunting. The existence of these two forms of inhibition was revealed by the very earliest investigations of synaptic inhibition. Hyperpolarizing inhibition was discovered by Eccles and colleagues (Brock et al. 1952a,b) in cat spinal motoneurons. The discovery of the inhibitory postsynaptic potential (IPSP) was the finding that finally led Eccles to abandon his electrical hypothesis for synaptic transmission. Inhibition in these cells is blocked by strychnine and simulated by the application of glycine, suggesting it is mediated by glycine receptors (Young & MacDonald 1983).

Hyperpolarizing inhibition occurs when the resting membrane potential (Em) is more positive than the equilibrium potential for Cl− (ECl). In mature neurons, [Cl−] is actively maintained at values lower than the electrochemical equilibrium for Cl− by specific transporters, resulting in an inward Cl− gradient (see Control of Intracellular Cl− and the Functions of Inhibitory Neurotransmitters, sidebar below). GABAA and glycine ionotropic receptors are ligand-gated anionic channels. The opening of the channels following association with GABA or glycine leads in mature neurons to chloride influx that hyperpolarizes the membrane. This hyperpolarization increases the difference between the membrane potential and spike threshold, thereby decreasing the effectiveness of excitatory inputs, i.e., inhibiting neuronal excitability.

In adult CNS neurons, the ionotropic actions of GABA and glycine are generally inhibitory. However, it is believed they both have excitatory actions during embryonic development and early postnatal ages. This is due to elevated intracellular concentrations of Cl− and hence a positive chloride equilibrium potential of the postsynaptic cell in young neurons, resulting in chloride efflux upon receptor activation and, hence, membrane depolarization (Ben-Ari 2002, Plotkin et al. 1997, Reichling et al. 1994). These excitatory actions of GABA and glycine are believed to be important for proliferation, migration, synaptogenesis, neuronal differentiation, and neuronal network stability (Kirsch & Betz 1998, Wester et al. 2008). The shift from excitatory to inhibitory at early postnatal stages is due to a shift in the chloride equilibrium potential to more negative values as a result of expression of the K+/Cl− cotransporter KCC2 (Figure 2). This transporter produces active chloride extrusion, thus reducing intracellular Cl− concentrations (Alvarez-Leefmans 1990, Alvarez-Leefmans & Delpire 2009). As a result of this shift in the Cl− equilibrium potential, receptor activation produces hyperpolarization. However, Na+K+/Cl− (NKCCs) cotransporters dominate in immature neurons of cortex and hippocampus, whereas KCC2 expression is induced only after birth (compare Figure 2, left and right).

Cation-chloride cotransporters (CCCcs) constitute a family of transporters that include Na−Cl (NCCs), Na/K-Cl (NKCCs), and K+/Cl− (KCCs) cotransporters, which differ in tissue and cellular distribution and have a variety of physiological roles (reviewed in Delpire & Mount 2002; Payne et al. 2003; Alvarez-Leefmans 1990, Alvarez-Leefmans & Delpire 2009). Under physiological conditions, NCCs and NKCCs provide the main route for Cl− uptake, whereas KCCs are responsible for Cl− extrusion. NKCC and KCC are of particular interest because they are critically involved in Cl− homeostasis in the brain.
However, in many instances in which the resting membrane potential is close to the chloride equilibrium potential, the activation of GABA_A and glycine receptors can still produce inhibition through a mechanism known as “shunting inhibition.” In these cases, the increase in anionic conductance does not produce significant changes in membrane potential. However, the increase in membrane conductance decreases the membrane resistance, i.e., the synaptic conductance “shunts” or short-circuits the membrane thus reducing the impact of the currents generated by concurrent excitatory inputs resulting in excitatory postsynaptic potentials of smaller amplitude. Excitatory inputs are less effective because the anionic conductance transiently clamps the membrane potential to the E_IPSP, resembling the effect of inward-rectifying K^+ channels that clamp the membrane potential to E_K. Shunting inhibition occurs when the membrane potential (V_m) is close to the chloride equilibrium potential (E_Cl); that is, V_m \sim E_Cl = E_IPSP.

If the chloride equilibrium potential is more positive than the resting potential, the opening of the chloride channels produces depolarization. However, as long as the depolarization is well below spike threshold, the shunting effect dominates the effect on excitability, resulting in inhibition of excitability (Alger & Nicoll 1979, Andersen et al. 1980, Gulledge & Stuart 2003). However, early in development, in certain pathological situations and apparently also in certain subcellular compartments such as the axon initial segment, the chloride gradient is such that the depolarization is large and dominates over the shunting effect. Thus, GABA becomes excitatory (Ben-Ari 2002) (see Control of Intracellular Cl- and the Functions of Inhibitory Neurotransmitters, sidebar above, as well as Figure 2).

Fatt & Katz (1953) discovered shunting inhibition in the crab neuromuscular junction. They concluded that “the main effect of inhibitory impulses is to attenuate the ‘end-plate potentials,’ i.e., to diminish the local depolarization produced by [excitatory] motor impulses.” Shunting inhibition is believed to be a frequent inhibitory mechanism in central neurons. Recently, Mann & Paulsen (2007) and Jonas and colleagues (Vida et al. 2006) discussed the importance of this form of GABAergic inhibition in the control of spike timing of excitatory neurons and the generation of network oscillations.

Ionotropic anionic receptors may also produce inhibition by a third, and much less studied, mechanism of “depolarizing inhibition,” which has been suggested to operate in GABA-mediated presynaptic inhibition. Some neurons receive axo-axonic GABAergic inputs and contain GABA_A receptors sometimes in addition to GABA_B receptors) in their terminals, where the intracellular Cl- concentration is higher than E_Cl (Howard et al. 2005). The activation of the GABA_A receptors depolarizes the terminal and yet reduces neurotransmitter release. It has been suggested that the depolarization reduces transmitter release by blocking the invasion of action potentials.

**CHANDELIER CELLS MAY BE EXCITATORY**

It was traditionally believed that Chandelier cells might exert a particularly powerful inhibitory control of spike generation by virtue of the location of their synapses to the axon initial segment (AIS), the site of spike generation. A recent report questioned this classic conceptualization of chandelier cells as inhibitory, showing that chandelier cell activity can actually drive spikes in target pyramidal cells in layer 2/3 of the human and rodent neocortex (Szabadics et al. 2006). The basis of this phenomenon was suggested to be a relative absence of the chloride transporter KCC2 at the AIS of pyramidal neurons. As a result, chloride concentration is elevated in this subcellular compartment, and the reversal potential of the GABA-mediated postsynaptic potential produced by chandelier cell activity becomes depolarizing and its action excitatory (see also Control of Intracellular Cl- and the Functions of Inhibitory Neurotransmitters, sidebar above, as well as Figure 2). Additional data indicate that a high internal chloride concentration at the AIS is produced by chloride influx by the chloride transporter NKCC1 (Khirug et al. 2008). However, this view of chandelier cells remains controversial (Glickfeld et al. 2009).
potentials into the terminals by a mixture of Na\(^+\)-channel inactivation and membrane shunting (reviewed in Alvarez-Leefmans & Delpire 2009). This mechanism may thus be responsible for the GABA-mediated presynaptic inhibition of primary afferent terminals in the spinal cord. This mechanism may also explain GABA-mediated inhibition of release from secretory nerve terminals of the posterior pituitary. In this case, researchers were able to record directly from the terminal and show that GABA depolarizes the terminal via GABA\(_A\) receptors and that AP invasion is blocked, thus inhibiting neurosecretion (Zhang & Jackson 1993). Zhang & Jackson (1993) suggested that the depolarization of the terminal produces inactivation of Na\(^+\) channels, thus blocking action potential invasion. However, in the case of the spinal cord, although there is evidence that GABA depolarizes primary sensory neurons, there is no evidence, to our knowledge, that this blocks spike invasion of the terminal.
terminals, and even less that the depolarization produces Na\(^+\)-channel inactivation. Presynaptic inhibition via GABA-mediated depolarizing inhibition has also been observed in invertebrate preparations. In a modeling study based on studies in sensory neurons innervating spider VS-3 slit sensilla, French et al. (2006) showed that either shunting or Na\(^+\) channel inactivation are sufficient to produce inhibition.

When speaking of inhibitory neurons, one usually thinks of neurons that release the neurotransmitters GABA or glycine. These neurotransmitters indeed activate ionotropic receptors that produce the changes described above leading to inhibition of excitability. However, neurotransmitters that activate metabotropic receptors can also lead to inhibition. These neurotransmitters include acetylcholine (ACh), serotonin (5HT), dopamine, neuropeptides, and even glutamate, the most prevalent excitatory neurotransmitter in the mammalian central nervous system (Lee & Sherman 2009). GABA can also activate metabotropic receptors (known as GABA\(_B\) receptors). Not all the actions of metabotropic receptors are inhibitory, but one widespread example of such action in the nervous system is the activation of G-protein-activated K\(^+\) channels (GIRKs) by metabotropic receptors that activate the appropriate G proteins (Padgett & Slesinger 2010). The resulting increase in K\(^+\) conductance produces membrane hyperpolarization resulting in inhibition that can be as potent and effective as that mediated by ionotropic GABA and glycine receptors and often more long lasting. GABA action via GABA\(_B\) receptors is widespread in the CNS and in some cases may be the main effect of the neurotransmitter.

**INTERNEURON CLASSES WITHIN DIFFERENT REGIONS OF THE TELENCEPHALON**

The telencephalon can be broadly divided into pallial and subpallial structures (Rubenstein et al. 1998). The pallium can be divided into regions based on their presumed phylogenetic origin. According to this nomenclature, the cortex is comprised of archi- (hippocampus), paleo- (periamygdala, perirhinal, entorhinal, and piriform cortices), and neo- (isocortex, which includes the various areal subdivisions of the cortex, such as visual, motor, frontal, and auditory) cortical divisions. Similarly, the subpallium or pallidum can be divided into the neostriatum (caudate-putamen), globus pallidus, and the amygdala nuclei, to name only the most prominent divisions.

Each of these structures contains a wide cohort of specialized inhibitory projecting neurons and local inhibitory interneurons. If one defines these populations on the basis of their specific connectivity, the differences in the organization and neuronal classes within each of these regions by definition dictate that the subtypes in each of these areas are unique. Indeed, in the CA1 area of the hippocampus where this question has been most extensively addressed, the inhibitory neuronal population consists of more than 20 distinct classes (Somogyi & Klausberger 2005, Klausberger & Somogyi 2008, Klausberger 2009). Alternatively, if one uses a broad constellation of characteristics such as molecular markers (of which Ca\(^{2+}\)-binding proteins and neuropeptides have been prominently used as a means to distinguish interneuron subtypes), morphology, and firing pattern, it is possible to compare interneurons across different telencephalic regions (cf. Benes & Berretta 2001, Tepper & Bolam 2004, Wonders & Anderson 2006, Batista-Brito & Fishell 2009). Indeed, if one excludes the special features of interneuron populations residing in each of these structures, one discovers that there are common subtypes that share a number of salient features, most prominently their site of origin within the brain (summarized in **Figure 3** and **Table 1**).

In addition to their site of origin, molecular marker expression, firing pattern, and morphology (Petilla Interneuron Nomenclature Group 2008), the classical means of discerning whether interneurons are distinct include (a) whether they innervate excitatory or inhibitory neurons or both (Freund & Gulyas 1997), (b) the cellular subdomain they target for innervation.
(somatic, proximal or distal dendrites, or axonal) (Mittmann et al. 2004), and (c) whether their connectivity is confined within or between particular structures or nuclei (Klausberger & Somogyi 2008). Unfortunately for the vast majority of telencephalic interneurons subtypes detailed information on their connectivity and their synaptic ultrastructure is incomplete (Freund & Gulyas 1997, Meglas et al. 2001, Karube et al. 2004, Kubota et al. 2009).

Another criterion that has been employed for the classification of interneuron populations in the hippocampus is in vivo temporal dynamics. In this region (Cobb et al. 1995, Klausberger et al. 2004, Somogyi & Klausberger 2005, Ellender & Paulsen 2010), specific interneuron subtypes fire at particular phases of specific network oscillations. These observations provided evidence that hippocampal functional networks are not hardwired, but instead are recruited dynamically by these oscillations. If so, rather than being an innate property of given interneuron populations, the circuitry in which they are embedded may dictate the context-specific role of interneuron subtypes. Alternatively, one may speculate that specific interneuron populations have evolved to influence particular aspects of the temporal dynamics of brain rhythms regardless of context. Hence, it will be of great interest to determine if particular interneuron subtypes predict their contribution to temporal dynamics in different structures. However, this can be addressed only after in vivo recordings of interneurons in relationship to the rhythms they participate in are completed.

The task of whether interneurons can be meaningfully classified across structures is presently hampered by a lack of data (see Table 2). Even with the criteria suggested above, the extent to which different telencephalic regions have been examined is very uneven, varying from the hippocampus (most particularly the CA1 region), which has been studied extensively, to the medial amygdala, which remains much less well characterized. To focus in the region most familiar to us, we use the somatosensory (S1) cortex (also known as barrel cortex in rodents), an area that shares features with all the telencephalic regions examined, as the standard with which to compare each of these structures. Nonetheless, this is done acknowledging at the outset that if one were to consider distinct subclasses of interneurons based on their afferent/efferent connections, then even the most archetypal interneuron subtype, the fast-spiking (FS) basket cells, would be considered distinct cell types in different cortical layers (Tremblay et al. 2010).

Somatosensory Cortex

Although some evidence exists that interneuron diversity may vary according to areal division (see Piriform Cortex section below), the repertoire within the barrel cortex is likely fairly representative of those found throughout the neocortex, albeit perhaps with slightly different ratios among subtypes. Indeed, such variances in subtype numbers have been reported in analyses comparing interneuron diversity in somatosensory (Kubota et al. 1993; Cauli et al. 1997; Gupta et al. 2000; Kawaguchi 2001, 2002; Butt et al. 2005; Miyoshi et al. 2007, 2010; Xu & Callaway 2009; Batista-Brito & Fishell 2009; Xu et al. 2010), visual (Gonchar & Burkhelter 1997, Gonchar et al. 2010), and prefrontal/frontal cortex (Lund & Lewis 1993, Kawaguchi & Kubota 1997, Kawaguchi & Kondo 2002, Lewis et al. 2002, Zaitsev et al. 2009). Depending on the criteria used, anywhere up to ~20 different interneuron subtypes have been described in the barrel cortex. Nonetheless, the most common subtypes can be broadly classified into six distinct categories: parvalbumin (PV)-expressing (a) chandelier or (b) basket cells, (c) somatostatin (SST)-expressing Martinotti cells, (d) vasoactive intestinal protein (VIP)-expressing interneurons (bipolar, bitufted and multipolar cells), (e) Reelin-expressing (nonsomatostatin) interneurons, and (f) other poorly defined CGE-derived interneurons that do not express VIP or reelin (reviewed in Batista-Brito & Fishell 2009, Lee et al. 2010, Rudy et al. 2010). The most stereotypical
Table 1  Diversity of neocortical interneurons.a,b

<table>
<thead>
<tr>
<th>Origin</th>
<th>Molecular marker</th>
<th>Functional properties</th>
<th>Laminar distribution</th>
<th>Morphology</th>
<th>Diversity</th>
</tr>
</thead>
</table>
| FS basket cells | MGE | PV | FS firing patternc. Low-input resistance and fast-membrane time constant. Mediate fast, powerful, and precise IPSPs | Layers II-VI; highest proportion in layer IV | Mostly multipolar, occasionally bitufted dendrites; dense local axon often extending to nearby columns and layers, targeting the perisomatic domain (forming “basket” terminals) of principal cells and interneurons, including other FS cells | 1. Variations in expression of channels and receptors, e.g., Erg1 K+ channels in cingulate CX and hippocampus  
2. Layer-specific differences in threshold firing: delayed or onset spike and in degree of adaptation during large depolarizations  
3. Variations in axonal transcolumnar and translaminar extent and somatodendritic size  
4. Facilitating inputs from corticothalamic axons, other excitatory inputs are depressing  
5. Fire early or late during UP states |
<p>| Chandelier cells (axo-axonic cells) | MGE | PV | Firing pattern resembles FS basket cells, with higher input resistance and slower membrane time constantd | Layers II-VI. In rodents observed most often in layers II/III | Multipolar or bitufted dendrites. Preterminal axon branches form short vertical rows of boutons resembling candlesticks making synapses on the axonal initial segment of pyramidal cells |</p>
<table>
<thead>
<tr>
<th>Neuron Type</th>
<th>Region</th>
<th>Marker</th>
<th>Morphology</th>
<th>Axonal Arborization</th>
<th>Other Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Martinotti cells</td>
<td>MGE</td>
<td>SST</td>
<td>Often called LTS cells (low-threshold spiking). Some fire two or more spikes on slow-depolarizing humps from hyperpolarized potentials, while others have an adapting regular-spiking firing pattern. Often show rebound spike(s) on repolarization. Strongly facilitating excitatory inputs. Strong excitation by muscarinic agonists</td>
<td>Layers II-VI</td>
<td>Multipolar, bitufted, or bipolar dendrites; axon arborizes locally and then ascends to layer 1, where it usually produces a dense axonal arborization. Target distal and tuft dendrites. 1. Calretinin positive and negative 2. Variations in expression of other markers: reelin, NPY? 3. Variations in location and extent of distal axonal tuft.</td>
</tr>
<tr>
<td>X-94 like SST neurons</td>
<td>MGE</td>
<td>SST</td>
<td>Lower input resistance and spikes of shorter duration than Martinotti cells (MGs), approaching those of FS cells. Often have a stuttering firing pattern during intermediate current injections. Capable of firing at higher frequencies than MGs but in contrast to FS neurons exhibit spike-frequency adaptation. Strongly facilitating excitatory inputs like MGs</td>
<td>Layers IV and Vb</td>
<td>Multipolar dendrites. Axon ramifies extensively in layer IV.</td>
</tr>
<tr>
<td>Neurogliaform cells</td>
<td>CGE</td>
<td>5HT3aR, reelin</td>
<td>Late-spiking firing pattern: delayed firing preceded by a slow depolarizing ramp at threshold and low-current injections. Regular adapting firing during large-current injections. Mediate combined slow GABA&lt;sub&gt;A&lt;/sub&gt; and GABA&lt;sub&gt;B&lt;/sub&gt; synaptic responses. Target dendritic spines but also produce nonsynaptic &quot;volume&quot; GABA release.</td>
<td>Layers I-VI</td>
<td>Multipolar, short highly branched dendritic and axonal arbors around the cell body.</td>
</tr>
<tr>
<td>LS2</td>
<td>CGE</td>
<td>5HT3aR, reelin</td>
<td>Late-spiking less robust than neurogliaform cells, no discernable delay to first spike upon firing more than one spike</td>
<td></td>
<td>Multipolar. Wider and less branched dendritic and axonal arborization than neurogliaform cells.</td>
</tr>
<tr>
<td>CCK-expressing interneurons</td>
<td>CGE (at least for VIP+)</td>
<td>CCK. Two populations VIP+ and VIP-, CB1 receptors&lt;sup&gt;*&lt;/sup&gt;</td>
<td>BSNP or RSNP</td>
<td>Layers I-VI; predominantly in upper layers</td>
<td>At least some of these populations are basket cells. Large CCK cells are VIP-; small CCK cells are VIP+. At least two populations VIP+ and VIP-.</td>
</tr>
</tbody>
</table>

<sup>*</sup> At least one population of these interneurons is calretinin-negative. (Continued)
<table>
<thead>
<tr>
<th>Origin</th>
<th>Molecular marker</th>
<th>Functional properties</th>
<th>Laminar distribution</th>
<th>Morphology</th>
<th>Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biufted irregular spiking</td>
<td>CGE</td>
<td>5HT3aR, VIP, CR +</td>
<td>Irregular spiking at low current injections and adapting regular spiking with amplitude accommodation during larger depolarizations. High membrane resistance.</td>
<td>Layers I-VI; mainly layers II/III</td>
<td>Bipolar/bufted dendrites, descending interlaminar axon. May preferentially target other INs</td>
</tr>
<tr>
<td>Bipolar fast adapting</td>
<td>CGE</td>
<td>5HT3aR, VIP, CR negative</td>
<td>Fast-adapting cells are unable to maintain continuous firing during 500 ms suprathreshold depolarizations and show a large sAHP following the depolarizing step. High input resistance like other VIP cells</td>
<td>Mainly layers II/III</td>
<td>Bipolar and sometimes tripolar or multipolar dendrites</td>
</tr>
<tr>
<td>Bursting bipolar cells (bNA2)</td>
<td>CGE</td>
<td>5HT3aR, VIP</td>
<td>High input resistance like other VIP cells</td>
<td>Mainly layers II/III</td>
<td>Bipolar dendritic morphology</td>
</tr>
<tr>
<td>Other VIP interneurons</td>
<td>CGE</td>
<td>VIP, 5HT3aR</td>
<td></td>
<td>Mainly layers II/III</td>
<td>Arcade cells: multipolar or bufted dendrites; axonal arcades, with vertical arborizations and descending collaterals. Small-basket cells</td>
</tr>
<tr>
<td>Other CGE-derived INs lacking VIP or reelin</td>
<td>CGE</td>
<td>5HT3aR</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IS multipolar</td>
<td>PoA</td>
<td>5HT3aR</td>
<td></td>
<td>Multipolar</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: CCK, cholecystokinin; CGE, caudal ganglionic eminence; CR, calretinin; FS, fast-spiking; IN, interneuron; MGE, medial ganglionic eminence; PV, parvalbumin; SST, somatostatin; VIP, vasoactive intestinal peptide.

*Based mainly on data in somatosensory cortex.

**Brief spikes, large fast AHP, high-frequency repetitive firing with little adaptation. At threshold, these cells fire abrupt trains of action potentials after a delay or after an initial spike(s) followed by a pause.

Woodruff et al. 2009 (but see Xu & Callaway 2009).

It is controversial whether both populations or only the VIP- express CB1 receptors.
## Table 2  Comparison of GABAergic interneuron populations across telencephalic structures

<table>
<thead>
<tr>
<th>Neocortex</th>
<th>Hippocampus</th>
<th>Paleocortex/Periform Cortex</th>
<th>Striatum</th>
<th>Basolateral amygdala</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS basket cells</td>
<td>Basket PV cells</td>
<td>FS multipolar cells</td>
<td>FS cells</td>
<td>FS cells with diverse firing patterns resembling the diversity observed in the neocortex</td>
</tr>
<tr>
<td>Chandelier cells (axo-axonic cells)</td>
<td>Chandelier or axo-axonic cells</td>
<td>Chandelier cells</td>
<td>Chandelier cells</td>
<td></td>
</tr>
<tr>
<td>Martinotti cells</td>
<td>OLM cells</td>
<td>Regular-spiking multipolar cells (somatostatin-expressing neurons)</td>
<td>LTS or pLTS SST-expressing interneurons</td>
<td>SST-expressing BLA interneurons</td>
</tr>
<tr>
<td>X-94 like SST neurons</td>
<td>Neurogliaform cells (CGE derived)</td>
<td>Neurogliaform and Ivy cells. Most express NOS and are MGE derived</td>
<td>Neurogliaform cells</td>
<td>Neurogliaform cells</td>
</tr>
<tr>
<td>CCK-expressing interneurons</td>
<td>CCK basket cells (VIP+ and VIP-/VGLUT3+)</td>
<td>Horizontal cells that resemble the interneurons described in somatosensory cortex as LS2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LS2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bitufted irregular spiking</td>
<td>CR+ VIP+ interneuron targeting INs</td>
<td>CGE-derived VIP neurons are present in BLA but have not been characterized</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bipolar fast adapting</td>
<td>Bitufted cell, VIP-expressing bitufted neurons with a fast-adapting firing pattern</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bursting bipolar cells (bNA2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Projecting GABAergic neurons</td>
<td>Projecting GABAergic neurons: back projection cells, hippocampus to septum projecting cells; double projection; oriens-retrohippocampal projection</td>
<td>Medium spiny neurons</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bistratified cells</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other CCK INs: Schaffer collateral associated cells, /LM-PP-associated cells, and the LM-R-PP-associated cells</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trilaminar cells</td>
<td>CR (VIP-) IN targeting cells</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large calbindin</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: CCK, cholecystokinin; CGE, caudal ganglionic eminence; CR, calretinin; FS, fast-spiking; IN, interneuron; LM, lacunosum-moleculare; LS, late-spiking; LTS, low-threshold spiking; MGE, medial ganglionic eminence; NOS, nitric oxide synthase; OLM, oriens-lacunosum molecular; pLTS, persistent low-threshold spiking; PP, perforant pathway; R-PP, radiatum/perforant pathway; SST, somatostatin; VIP, vasoactive intestinal peptide.
features of each of these classes as they are manifested within the somatosensory cortex is summarized in Table 1.

In total, the two most numerous populations of interneurons are the PV-expressing FS cells and the Martinotti cells, both of which originate embryonically within the medial ganglionic eminence (MGE) (Butt et al. 2005; Fishell 2007; Xu et al. 2004, 2008). Comprising ~40% of all GABAergic interneurons, FS cells are the most prominent subtype across all cortical layers. These cells are characterized by their narrow spike width (~0.3 ms), large and fast afterhyperpolarization, high maximal firing rate (>150 spikes/sec), and minimal firing frequency adaption during sustained depolarization (Connors & Gutnick 1990, McCormick et al. 1985) (see Table 1 for a summary). They can be divided into two broad classes, basket cells and chandelier cells, both of which express the Ca2+–binding protein PV (Celio 1986; reviewed in Kisvarday et al. 1990). Basket cells target the perisomatic domain of both excitatory and inhibitory neurons and are thought to be the strongest source of inhibition. On the other hand, chandelier cells target the axon initial segment (hence, they are often referred to as axo-axonic cells), have been observed to target only pyramidal neurons, and have recently been suggested to elicit depolarizing rather than hyperpolarizing postsynaptic responses (see Chandelier Cells May Be Excitatory, sidebar above). Despite these important differences, without visualizing their morphology the two cell types are difficult to distinguish because their firing properties are similar, although not identical (Woodruff et al. 2009; however, see also Xu & Callaway 2009).

FS basket cells are by far the most common of the interneuron subtypes and populate all layers except layer 1 (L1). Despite their relative abundance, in superficial cortical layers where they are still numerous, they are nevertheless collectively outnumbered by cells derived from the caudal ganglionic eminence (CGE) (Lee et al. 2010). Moreover, despite their common classification as a single interneuron subtype, their connectivity varies in accordance with their laminar position (Dantzker & Callaway 2000, Xu & Callaway 2009, Tremblay et al. 2010). In L5/6 this population innervates the pyramidal neurons that provide all cortical output (Kawaguchi & Kubota 1993). In L4 this population receives thalamic input, is thought to mediate thalamocortical (TC) feed-forward inhibition, and connects to the stellate cell population (Gibson et al. 1999, 2004; Cruikshank et al. 2007). In more superficial layers, basket cells provide inhibition to both L5 projecting pyramidal cells as well as commissural and associative projecting pyramidal neurons (Dantzker & Callaway 2000). They also appear to possess a delay to firing at threshold, although the physiological significance of this property remains poorly understood. FS basket cells also innervate other interneurons including other FS cells (Gibson et al. 1999, Galarreta & Hestrin 2002).

FS basket cells also vary in size; their expression of channels, receptors, and other molecules; and the dynamics of their excitatory inputs (usually depressing, except for FS cell populations in L6). Furthermore, the details of their firing patterns are variable (Chow et al. 1999; Saganich et al. 1999, 2001; Beierlein & Connors 2002; West et al. 2006; Ascoli et al. 2008) (see Table 1).

The second most prevalent inhibitory cell type within the barrel cortex can be loosely classified as Martinotti cells on the basis of their ascending axon and their expression of the neuropeptide SST (Wang et al. 2004). Although it seems inevitable that all six groups described here will be further subdivided, perhaps nowhere is there a need for more reliable classifiers than with regards to this subtype (cf. Kawaguchi & Kubota 1997, Ma et al. 2006, Xu et al. 2006, McGarry et al. 2010). Classically the term Martinotti cell was used for neurons with somas located in L5/6 that send axons to L1. However, if we use the broadly defined criteria described here, the cell bodies of this population, although biased toward deeper layers, are present in all cortical layers except L1. This population is also characterized by their targeting of distal dendrites and by the fact that excitatory synapses onto these cells are
strongly facilitating, a property that substantially influences their function (Oviedo & Reyes 2002, Silberberg & Markram 2007, Kapfer et al. 2007, Fanselow et al. 2008, Hull et al. 2009). Martinotti cells either have a bursting firing pattern (responding to stimulation from slightly hyperpolarized potentials with a burst of 1–3 spikes) or are characterized as adapting regular-spiking nonpyramidal cells (Kawaguchi & Kubota 1997, Gibson et al. 1999, Beierlein et al. 2003, Xu et al. 2006, Miyoshi et al. 2007).

Recently, Ma et al. 2006 characterized a population of SST-expressing interneurons in a mouse line called X94 that differed from classical Martinotti cells in a number of properties. These cells were located in L4 and L5b and had axonal projections that profusely innervated L4 instead of targeting L1. The cells also differed from Martinotti cells in a number of electrophysiological properties. X94 cells had a much lower input resistance, approaching that of FS cells. They had spikes of shorter duration and often produced a stuttering firing pattern. They fired at higher frequencies than did Martinotti cells, but in contrast to FS neurons, they exhibited spike frequency adaptation. However, as in the case of Martinotti cells, these SST-expressing cells receive strongly facilitating excitatory synapses.

In addition, variability in SST neurons in the neocortex has been observed in their intrinsic firing properties, their expression of molecular markers, and their connectivity (Butt et al. 2005, Xu et al. 2006, Gonchar et al. 2007, Miyoshi et al. 2007, McGarry et al. 2010). For example, approximately one-third of SST interneurons in the mouse frontal, somatosensory (S1), and visual cortex (V1) contain calretinin (Xu et al. 2006). Although both SST/calretinin (CR)+ cells and SST/CR– cells exhibit similar Martinotti cell anatomical features and have similar adapting spike-firing patterns, they differ in the horizontal extension of their dendritic fields and in their number of primary processes (Xu et al. 2006). In addition, SST/CR– cells have narrower spikes with faster after-hyperpolarizing potentials. Moreover, in L2/3, where SST/CR+ cells are concentrated, the two subtypes of SST interneurons have different connectivity (Xu & Callaway 2009). Whereas SOM+/CR– Martinotti cells receive strong excitatory input from both L2/3 and L4, SOM+/CR+ Martinotti cells receive excitatory input mainly from L2/3. Further arguing for a true delineation between SOM+/CR– and SOM+/CR+ Martinotti cells is evidence suggesting that they are derived from different areas during development, with the SOM+/CR+ population mainly arising from the dorsal Nkx6-2-positive region of the MGE (Fogarty et al. 2007, Sousa et al. 2009). It seems likely that some of the diversity within the SST population is functionally significant. Hence, whether the features of this subtype justify their collection under a single rubric is certainly one of the challenges facing this field.

Most of the remainder of the interneuron populations within the somatosensory cortex are derived from the caudal ganglionic eminence (CGE) and are concentrated in the more superficial layers (L1–3) where they collectively represent the largest interneuron population (60% of L1–3 and approximately 30% of all interneurons) (Miyoshi et al. 2010, Lee et al. 2010). Between six and nine electrophysiological and morphological subtypes of CGE-derived interneurons have been described (Lee et al. 2010, Miyoshi et al. 2010). They have a similar expression of the ionotropic 5-HT receptor 5HT3a, which is expressed in the cortex exclusively in these interneurons. Also similar is their fast responsiveness to serotonin and ACh (Lee et al. 2010, Vucurovic et al. 2010). Analysis of these neurons in a mouse line expressing enhanced green fluorescent protein in 5HT3aR-expressing cells has demonstrated that PV–, SST–, and 5HT3aR-expressing interneurons account for nearly 100% of all glutamate amino-decarboxylase-67-expressing (an enzyme essential for the synthesis of GABA) neurons in S1 cortex (Lee et al. 2010).

CGE-derived interneurons include all the interneurons that express the neuropeptide VIP, which account for approximately 40% of the CGE-derived population. Another ∼40–50% of the CGE-derived interneurons express
reelin, which is also expressed in a fraction of SST-expressing interneurons. Both of these subpopulations are heterogeneous. Each includes two major subtypes, each representing approximately ∼5% of the entire cortical interneuron population. These include two subtypes of reelin-expressing late-spiking cells, the CR+ VIP-expressing bipolar/bitufted neurons and the CR- VIP-expressing neurons. The two forms of late-spiking cells, one of which are the neurogliaform cells, can be distinguished by electrophysiology and morphology. Recent work has suggested that neurogliaform cells mediate tonic inhibition (see Tonic Inhibition, sidebar below) via nonsynaptic release of GABA (referred to as volume transmission) (Olah et al. 2009). Most of the CR/VIP-expressing bitufted cells have been described as irregular spiking, while most the VIP CR- cells are bitufted and multipolar neurons with a strongly adapting firing pattern, and have been termed “fast-adapting” (fAD) cells. An as yet undetermined subpopulation of the VIP-expressing cells apparently preferentially target other interneurons (Staiger et al. 2004, David et al. 2007, Caputi et al. 2009).

Finally, a number of reports have suggested that a population of cortico-cortical projection GABAergic neurons may exist, particularly during development. Although these populations are not well described, these findings do suggest that populations akin to those seen in the hippocampus may also exist (Jinno et al. 2007, Jinno 2009, Higo et al. 2009).

**Paleocortex (Piriform Cortex)**

Analysis of the GABAergic interneurons of the primary olfactory or piriform cortex, a region of paleocortex, although less studied than the neocortex, reveals similar interneuron subtypes to those found in somatosensory cortex. The piriform cortex is a three-layered paleocortex with a simpler anatomy than that of the neocortex. In a recent study, Suzuki & Bekkers (2007, 2010a,b) classified the interneurons in the anterior piriform cortex into five classes based on electrophysiological properties, morphology, and expression of molecular markers. These included some of the most common CGE-derived neocortical interneurons including neurogliaform cells and VIP-expressing bitufted neurons with a fast-adapting firing pattern (Lee et al. 2010,
Miyoshi et al. 2010). They also observed FS basket cells and a group of “regular-spiking” multipolar somatostatin-expressing neurons resembling in morphology and electrophysiological properties neocortical Martinotti cells. Finding homologies among these five classes of interneurons in the aPC and interneuron subtypes in neocortex is not difficult. Nonetheless, some intriguing differences support the idea that interneuron classes can have specializations that allow them to adapt to the requirements of specific microcircuits.

Neurogliaform cells account for ~34% of the interneuron population in L1 of the piriform cortex and possess the delayed firing (late-spiking) characteristic of these neurons in neocortex and hippocampus. The short-term dynamics of excitatory inputs onto these cells appears to be variable. According to Suzuki & Bekkers (2010b), synapses from lateral olfactory tract (LOT) afferents onto layer Ia neurogliaform cells showed strong paired-pulse facilitation, whereas L1b, L2, and L3 intracortical inputs onto neurogliaform cells in those layers showed little or no facilitation. In the hippocampus, excitatory inputs onto neurogliaform cells are typically depressing (Price et al. 2005).

Excitatory inputs onto FS cells in the aPC also showed layer-specific short-term dynamics. Layer-specific dynamics of excitatory inputs is also observed on neocortical FS cells. Excitatory synapses on FS cells are usually depressing; however, facilitating excitatory synapses have been observed on layer 6 FS cells (Beierlein & Connors 2002, West et al. 2006). Synaptic dynamics depends on presynaptic and postsynaptic mechanisms (Reyes et al. 1998), and several still to be investigated mechanisms are likely responsible for the variability of this property among cells of the same subtype in different locations.

In the hippocampus, striatum and neocortex somatic targeting FS basket cells mediate powerful feed-forward inhibition of principal cells (Pouille & Scanziani 2001, 2004; Gabernet et al. 2005; Cruikshank et al. 2007). From this, one might feel justified in believing that FS interneurons are truly an interneuron subtype with a dedicated function to which they are recruited whenever the need for fast feed-forward inhibition arises. However, examination of FS cells within the piriform cortex challenges this notion. A recent study of the olfactory cortex illustrates that the function of a specific interneuron subtype is not dependent solely on its intrinsic properties. Instead, it is also a function of the circuit in which it is incorporated.

In the neocortex, TC axons synapse on both FS cells and excitatory principal neurons in thalamo-recipient layers (mainly layer 4). Activation of both excitatory and inhibitory cells establishes a simple disynaptic circuit that provides powerful, local feed-forward inhibition. The latency between the onset of the TC excitation of excitatory cells and the onset of the disynaptic feed-forward inhibition from perisomatic-targeting FS cells results in a brief time window during which the excitatory neurons can integrate TC inputs. This window is critical for the processing of sensory information in the neocortex (Miller et al. 2001, Swadlow 2002, Gabernet et al. 2005, Wilent & Contreras 2005, Cruikshank et al. 2007). A similar circuit exists in the CA1 area of the hippocampus, where basket cells mediate feed-forward inhibition of CA1 pyramidal cells. As in the neocortex, the duration of the time window within which Schaffer collateral excitatory inputs on CA1 pyramidal cells can summate to reach spike threshold is determined by the basket cell-mediated feed-forward inhibition (Pouille & Scanziani 2001). FS cells mediate powerful feed-forward inhibition in other structures, such as L2/3 of somatosensory cortex and the neostriatum (Helmstaedter et al. 2008, Tepper & Bolam 2004).

In contrast, in the piriform cortex, the input layer is L1a, which receives the LOT afferents containing the axons of projecting mitral and tufted cells of the olfactory bulb. L1a lacks FS cells. Instead, LOT axons synapse on L1a interneurons that target the apical dendrites of pyramidal cells with cell bodies in deeper layers (Stokes & Isaacson 2010). LOT axons also target the dendrites of the excitatory cells. As a
result, similar to what is observed in the neocortex and hippocampus, bursts of mitral and tufted cell activity mediate a short-latency feedforward disynaptic inhibition of the pyramidal cells, except that this inhibition occurs on the distal apical dendrite, instead of the soma, of the pyramidal cells. FS cells in the piriform cortex are localized mainly in L3 where they are recruited by recurrent excitation from the pyramidal cells. As in other structures, the FS cells in the piriform cortex target the somatic domain of the pyramidal cells and their inputs are depressing. However, the excitatory inputs on the pyramidal cells are facilitating. Hence, during bursts of inputs to the piriform cortex, perisomatic-targeting FS cells are recruited late and provide “feedback” somatic inhibition of the pyramidal cells. Thus, in the olfactory cortex, inhibition shifts from the dendrite to the soma, the opposite of what is observed in the neocortex and hippocampus.

Hippocampus

Interneurons have been studied in all regions of the hippocampal formation (Ceranik et al. 1997, McBain & Fisahn 2001, Lawrence & McBain 2003, Hefft & Jonas 2005, Bartos et al. 2007, Fuentealba et al. 2010, Tricoire et al. 2010). As a result of the CA1 region’s relatively simple cellular architecture, limited afferent connectivity, and extensive examination by numerous groups, the connectivity of interneuron subtypes within this region have been characterized most extensively. Somogyi and colleagues have made a special effort to characterize interneuron diversity in the CA1 subfield and have defined at last count 21 distinct classes of GABAergic neurons in this area (Somogyi & Klausberger 2005, Klausberger & Somogyi 2008). However, the reliance on connectivity to define these populations makes extrapolation of the cell types found in this region difficult to compare with those found elsewhere. Even though certain subtypes may be specific to the hippocampus, or even more specifically to particular layers of this structure, many of the interneuron subtypes in CA1 seem to share both functional and lineal relationships (Tricoire et al. 2010) to those found in other parts of the telencephalon, most notably the neocortex (see Table 2 for comparisons).

The easiest populations to compare with those found in the cortex are the PV-expressing basket and chandelier (axo-axonic) cells. The location of their output synapses, perisomatic and the axon initial segment, respectively, intrinsic biophysical properties, properties of input and output synapses, and expression of the Ca\textsuperscript{2+}-binding protein PV suggest that these interneuron subtypes are closely homologous to those found in the cortex.

Despite their expression of PV, oriens-lacunosum molecular cells (known as OLM cells) also appear to be related to populations seen in the cortex. Their biophysical properties, long axon targeting distal apical dendrites, and marker expression (somatostatin) suggest they are homologous to the neocortical Martinotti cells. Additional populations that have close homology within the hippocampus and the cortex are CR- and/or VIP-expressing interneuron populations that preferentially innervate other inhibitory interneuronal populations (Staiger et al. 2004, David et al. 2007, Caputi et al. 2009).

Even though neurogliaform cells would also appear to exist in both the hippocampus and cortex, the relationship between those within the cortex and hippocampus seems more complicated. Neurogliaform cells in the two structures are very similar in morphology and they share a number of unique functional properties (Fuentealba et al. 2008, 2010; Tricoire et al. 2010). Furthermore, there is a neurogliaform population in the hippocampus that like those in neocortex arises from the CGE. However, the majority of neurogliaform cells in the hippocampus express nitric-oxide synthetase (nNOS-) and are MGE-derived (Tricoire et al. 2010). Moreover, another MGE-derived (Tricoire et al. 2010) nNOS-expressing hippocampal population of interneurons termed Ivy cells has been identified. Although their somas are positioned in the pyramidal rather than the lacunosum-molecular layer, the Ivy cells strongly resemble the nNOS-expressing...
neurogliaform cells (Fuentealba et al. 2008, Szabadi & Soltesz 2009). Interestingly, the nNOS-expressing Ivy interneuron population appears to be numerically the largest interneuron population within the hippocampus. Whether there are any MGE-derived cortical homologs of the nNOS-expressing neurogliaform and Ivy interneurons within the cortex remains to be determined.

Another population of interneurons that exists both in the neocortex and hippocampus are those that express the neuropeptide cholecystokinin (CCK) (Nunzi et al. 1985). In the CA1 area, at least five classes of CCK interneurons have been identified (Klausberger et al. 2004), including two types of CCK-expressing basket cells (with and without VIP) (Somogyi et al. 2004), the Schaffer collateral-associated cells, lacunosum-moleculare/perforant pathway (LM-PP)-associated cells (Vida et al. 1998), and the lacunosum-moleculare/radiatum/perforant pathway (LM-R-PP)-associated cells (Cossart et al. 1998, Vida et al. 1998). At least two types of CCK interneurons have been described in the neocortex, those expressing VIP and those that do not (Wang et al. 2002, Gonchar et al. 2007, Xu et al. 2010). The latter type closely resembles the CCK basket cells in the hippocampus on the basis of both morphology and multiple functional properties including modulation by cannabinoid (CB1) receptors and many other neuromodulators (Freund & Katona 2007). However, much less is known about their connectivity. Moreover, immunostaining within the cortex has shown a sparse CCK-expressing population, raising the question of whether CCK basket cells are much more abundant in hippocampus. Indeed, CCK mRNA expression was identified in a recent microarray analysis of developing neocortical interneurons (Batista-Brito et al. 2008). While the origin of the CCK-expressing cortical interneuron population is at present unknown, the coexpression of 5HT3aR in a substantial population of CCK-expressing interneurons in the hippocampus (Somogyi et al. 2004) and neocortex (Lee et al. 2010, Vucurovic et al. 2010) argues that this population may be CGE derived. This suggestion fits well with the fact that there is as yet no identified marker available for a portion of the CGE-derived cortical interneurons.

The hippocampus, like the neocortex, also contains projection GABAergic neurons. In CA1, projection GABAergic neurons include subiculum-projecting trilaminar cells; back-projecting CA1 cells that provide widespread innervation to CA1, CA3, and the dentate hilus (Sik et al. 1994, 1995); and the hippocampal-Septal cells (Freund & Buzsaki 1996).

Among the populations of hippocampal interneurons for which there does not appear to be a parallel population in the neocortex, the cells called bistratified stand out. These interneurons first described in the CA1 area by Somogyi and colleagues (Buhl et al. 1994, Pawelzik et al. 1999, Maccarelli et al. 2000) have axons targeting the dendrites of CA1 pyramidal cells in stratum oriens and stratum radiatum (hence the term bistratified). They are coaligned with the Schaffer collateral input onto those dendrites and receive both Schaffer collateral input and recurrent input from CA1 pyramidal cells. They are PV-expressing and have a FS firing pattern (Pawelzik et al. 2002, Fujiwara-Tsukamoto et al. 2010). Bistratified cells make synapses with small dendritic shafts of the pyramidal cells, and they fire at the trough of the theta oscillation, similar to oriens-lacunosum molecular cells. However, in contrast to oriens-lacunosum molecular cells, which are silenced during ripple episodes, bistratified cells fired strongly during these events (Klausberger et al. 2004).

**Striatal Interneurons**

The basal ganglia is comprised of several brain structures, most notably the striatum and the globus pallidus. In both these structures, the only projecting neuronal population, the medium spiny neurons (MSNs) of the striatum, and the principal projection cells of the globus pallidus are inhibitory GABAergic neurons (Difiglia et al. 1982, Wilson 2007). Of the various basal ganglia, only the interneurons...
within the striatum have been extensively studied (Kawaguchi 1997, Tepper & Bolam 2004). The striatum contains several subtypes of interneurons, including GABAergic and cholinergic neurons (the sole excitatory striatal population). Given the diversity of interneurons that have been described in the neocortex and hippocampus, it is surprising how few subtypes have been observed to date within the basal ganglia and even there the focus of investigators has been almost entirely limited to the striatum. Over 15 years ago, Kawaguchi (1993) described three major interneuron subtypes within the striatum and these collectively are thought to comprise less than 3% of all the neurons within this structure (Tepper et al. 2004, Tepper & Bolam 2004) (see Figure 3 for a comparison between structures). These are the
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**Figure 3**

Cross section of an adult brain: (left) the relative proportion of excitatory (green) or inhibitory (light red) principal projection neurons compared with the percentage of inhibitory interneurons in each of the illustrated structures; (right) the relative proportion of inhibitory interneurons within these same structures that are thought to be derived from the medial ganglionic eminence (MGE) (blue) or the caudal ganglionic eminence (CGE) (yellow). Abbreviations: CA1, CA1 region of the hippocampus; S1BF, primary somatosensory cortex/barrel field; PIR, piriform cortex; Str, striatum; BLA, basal-lateral amygdala; CEA, central amygdala nuclei; MEA, medial amygdala nuclei.
large aspiny cholinergic interneurons, so called tonically active neurons (TAN), two types of GABAergic interneurons, PV-expressing FS basket cells and low-threshold spiking (LTS or pLTS, persistent low-threshold spiking owing to their long calcium-mediated plateau), and SST-expressing interneurons. This later population is heterogeneous and includes NPY-expressing and NOS-expressing subpopulations. Beyond this, the only additional population that has been reported is a small population of CR-expressing neurons that are provisionally thought to possess LTS-like physiological features, suggesting that, although they are SST-negative, they may be related to the SST-expressing populations. Finally, a few references, most notably from Ramon y Cajal (1911), have suggested that a small population of neurogliaform cells reside within the striatum (Fox & Rafols 1971, DiFiglia et al. 1976, Chang et al. 1982).

The interneuron subtypes within the striatum are quite similar to subtypes within the neocortex and hippocampus. However, the principal neuronal population in the striatum is GABAergic (the medium spiny neurons), and as such, in contrast to interneuron populations in the pallium, striatal interneurons (with the exception of those targeting the ACh interneuron population) target inhibitory GABAergic neurons. Interestingly, the interneuron marker expression within the striatum is consistent with most, if not all, interneurons within this structure being MGE-derived (Marin et al. 2000). If the striatum does not receive CGE-derived interneuron populations, this could explain the apparently lower level of diversity of interneurons within this structure.

In terms of the connectivity and function of the interneurons within the striatum, whereas the cholinergic populations are thought to get input primarily from the thalamus, the FS and LTS populations are thought to receive afferents mainly from the neocortex (although to some extent all these cell types receive afferent inputs from both structures). Functionally, these latter two interneuron subtypes form synapses on MSNs, thus providing feed-forward inhibition (Vuillet et al. 1989, Sidibe & Smith 1999, Gertler et al. 2008). In addition to their extremely small numbers, the FS interneurons give sparse input to the MSNs, as compared with the extensive excitatory input provided to MSNs by afferent pyramidal neurons (Koos & Tepper 1999, Kreitzer 2009, Gittis et al. 2010). However, like in the neocortex, these populations possess FS properties, PV expression, and high release probability. They also produce strongly temporally coordinated inhibition. Indeed, although a typical MSN receives on the order of ten times more excitatory cortical inputs (100–125 compared with 15–25 synapses from FS cells), the FS population is thought to be extremely effective at reducing MSN excitability (Koos et al. 2004, reviewed in Kreitzer 2009).

Neuromodulation by dopamine and ACh plays an extremely important role in regulating the function of the striatum, as evidenced by Parkinson’s and Huntington’s diseases where imbalances in neuromodulation are strongly associated with the dysfunction seen in these syndromes (Shen et al. 2008, reviewed in Pisani et al. 2001). Indeed, studies examining striatal function belie the simplistic notion that specific neuron’s contribution to signaling can be reduced to providing net excitation or inhibition. Hence, the ability of striatal interneurons to regulate complex interactions between all cell types in this structure including other interneurons, combined with their secretion of neuromodulators suggest that they are central to the control and timing of striatal activity.

The Amygdala Nuclei
In many regards, the amygdala nuclei represent a hybrid of cortical and subcortical structures
(reviewed in Sah et al. 2003). Whereas lateral amygdala nuclei such as the lateral and basal nuclei (collectively termed BLA) have a cortical-like architecture, the medial nuclei such as the central nucleus (collectively termed BLA) all more closely resemble the GABAergic basal ganglia. Linking these portions of the amygdala are the intercalated cell masses, which largely consist of GABAergic populations that appear more specialized and have recently been suggested to have arisen from a unique origin near the pallial-subpallial boundary (Stenman et al. 2003, Waclaw et al. 2010; J.G. Corbin, personal communication). Functionally, the amygdala can be divided into the more laterally positioned nuclei including the BLA and central nucleus, which are more involved in fear circuits, and the MeA, which process innate behaviors such as aggression and mating and are closely linked to the hypothalamus (MacDonald 1984, reviewed in Ehrlich et al. 2009). Nonetheless, all structures within the amygdala are characterized by the presence of at least some inhibitory interneuron populations, which resemble those found in other portions of the telencephalon but may differ in their electrophysiological characteristics, connectivity, and site of origin.

Our understanding of the contribution of interneurons within each of these set of nuclei is varied; the BLA is the most studied and MeA the least. Within the BLA, immunological and electrophysiological analyses indicate that the diversity of interneurons closely resemble that seen in the neocortex or hippocampus with PV-, SST-, VIP-, CCK-, CR-, and NOS-expressing populations all having been reported (Mascagni & McDonald 2003). As in the cortex, interneurons make up a much smaller percentage of the total neuronal population of the BLA (only approximately 25%) (McDonald & Augustine 1993) (see Figure 3 for comparisons between structures). Similarly, as in the cortex, approximately 50% of all interneurons within these regions appear to be PV positive. This population is primarily comprised of FS basket cells (although chandelier neurons have also been reported in this region) (McDonald 1982); however, a variety of physiological firing patterns and some variation in morphology has been used to suggest that some heterogeneity exists within this population (Woodruff & Sah 2007a,b). This heterogeneity is similar to that observed for FS cells in the neocortex (Ascoli et al. 2008, Tremblay et al. 2010). In addition, the function of this population has been speculated to involve both feed-forward and feedback regulation of signaling (Woodruff et al. 2006). Nonetheless, many of these variations have also been observed within the neocortex and hippocampus; hence, these cells may appropriately be classified as belonging to the FS basket cell subtype. A further similarity with the cortex is that interneurons within the BLA (and to a lesser extent the MeA) are under the strong control of a variety of neuromodulators. The PV and VIP populations receive pronounced serotonin modulation, and at least the latter of these also possesses CB1-receptors as well as significant cannabinoid modulation (Morales et al. 2004). The similarities of the interneurons within the BLA and cortex in part reflect their common origin. As in the cortex, both our work and that of others have implicated the MGE as the source of both PV and SST-expressing BLA interneurons (Nery et al. 2002, Xu et al. 2008, Hirata et al. 2009). In addition, consistent with the presence of 5HT3aR-expressing interneurons in this region (Mascagni & McDonald 2007, Muller et al. 2007), recent unpublished genetic fate-mapping efforts (G. Miyoshi and J. Corbin, personal communication) have reported that CGE-derived interneurons populate the BLA (as well as the CeA).

**Central and Medial Amygdala Nuclei**

As noted above, the central nuclei of the amygdala is striatal-like in organization and provides the major output for fear. Despite being overwhelmingly comprised of GABAergic neurons, it does not appear to contain a major interneuron population. Like the striatum, the central and medial amygdala nuclei possess only sparse PV, VIP, and CCK populations and a somewhat
larger somatostatin-expressing cohort particularly in the medial amygdala (McDonald 1989, Pare & Smith 1993, McDonald et al. 1995, Kemppainen & Pitkänen 2000, Równia et al. 2008). The intrinsic physiological properties and morphologies of cells within these subdivisions have yet to be thoroughly analyzed. However, consistent with the MGE origin of populations within this region (Xu et al. 2008), both FS and LTS burst spiking (with hyperpolarizing rebound burst properties) have been reported. These observations coupled with the general structure of these nuclei indicate that the central and medial amygdala will ultimately prove reasonably similar in its interneuron subtypes to those seen in the striatum (Figure 3).

Least well studied are the interneuron populations associated with innate behaviors and located within the medial divisions of the amygdala. Recent fate-mapping experiments indicate that this region receives cells that developmentally express Shh or related genes, including Gli1 and Nkx2.1 (Carney et al. 2010). In addition, it has been reported that this region possesses large numbers of cells that express the 5HT3a receptor (Mascagni & McDonald 2007). Although the interneuron subtypes and their origins have yet to be sorted out thoroughly, this structure appears to receive its interneuron repertoire from the same set of eminences that supply the rest of the telencephalon (Figure 3).

PERSPECTIVE

This survey of the cellular substrates and mechanisms mediating inhibition within the telencephalon, although far from complete, provides a sense of the breadth of cell types and mechanisms that mediate inhibition. It also highlights commonalities in inhibitory function within this brain region. Although a growing cohort of scientists have called for a standardization of nomenclature for interneuron subtypes (Ascoli et al. 2008), the challenges to this effort remain daunting. Despite the undeniable appeal of providing a common vernacular for specific cell types, the variance in anatomy both across and within structures dictates that such identifiers are uncomfortably restricting. An alternative approach is to be less precise but capture some of the salient features of particular subsets. For instance, referring to FS, perisomatic-targeting basket cells as a common category based on their shared site of origin within the MGE, coupled with their anatomical and physiological similarities, is tacitly accepted. This is true despite the fact that depending on structure they primarily target either excitatory (cortex, hippocampus, BLA) or inhibitory projection neurons (striatum, CeA, MeA) or receive depressing (most neocortical layers and hippocampus) versus facilitating (layer 6) excitatory synapses as a result of their afferent connectivity. On balance, we would argue that using an interneuron developmental origin and molecular signature provides a guide to the identification of commonalities that provides a compelling argument for acceptance of certain classes as orthologs, if not homologs. There is no doubt that we are at the cusp of a deluge of new findings that will greatly enhance our understanding of the connectome and transcriptome of all classes of interneurons. The foremost goal in this effort is to organize the wealth of information addressing the similarities and differences in inhibitory neural signaling across the telencephalon, and there seems little doubt that the points of view of both the “lumpers” (those individuals who focus on the commonalities between different interneuron subtypes) and “splitters” (those who focus on the differences) will aid in this effort. In the words of Maurice Sendak, “Let the wild rumpus begin.”
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